A Practical Approach to Super-Resolution

Sina Farsiu ¥ Michael Elad f, Peyman Milanfar *

ABSTRACT

Theoretical and practical limitations usually constrain the achievable resolution of any imaging device. Super-
Resolution (SR) methods are developed through the years to go beyond this limit by acquiring and fusing several
low-resolution (LR) images of the same scene, producing a high-resolution (HR) image. The early works on SR,
although occasionally mathematically optimal for particular models of data and noise, produced poor results
when applied to real images. In this paper, we discuss two of the main issues related to designing a practical
SR system, namely reconstruction accuracy and computational efficiency. Reconstruction accuracy refers to the
problem of designing a robust SR method applicable to images from different imaging systems. We study a
general framework for optimal reconstruction of images from grayscale, color, or color filtered (CFA) cameras.
The performance of our proposed method is boosted by using powerful priors and is robust to both measurement
(e.g. CCD read out noise) and system noise (e.g. motion estimation error). Noting that the motion estimation
is often considered a bottleneck in terms of SR performance, we introduce the concept of “constrained motions”
for enhancing the quality of super-resolved images. We show that using such constraints will enhance the quality
of the motion estimation and therefore results in more accurate reconstruction of the HR images. We also justify
some practical assumptions that greatly reduce the computational complexity and memory requirements of the
proposed methods. We use efficient approximation of the Kalman Filter (KF) and adopt a dynamic point of
view to the SR problem. Novel methods for addressing these issues are accompanied by experimental results on
real data.

1. INTRODUCTION

On the path to designing HR imaging systems, one quickly runs into the problem of diminishing returns. Specif-
ically, the imaging chips and optical components necessary to capture very HR images become prohibitively
expensive, costing in the millions of dollars for scientific applications. Hence, there is a growing interest in the
multi-frame image reconstruction algorithms that compensate for the shortcomings of the imaging systems. Such
methods can achieve high-quality images using less expensive imaging chips and optical components by capturing
multiple images and fusing them. The application of such algorithms will certainly continue to proliferate in any
situation where high quality optical imaging systems cannot be incorporated or are too expensive to utilize.

SR is the term generally applied to the problem of transcending the limitations of optical imaging systems
through the use of image processing algorithms, which presumably are relatively inexpensive to implement. The
basic idea behind SR is the fusion of a sequence of LR noisy blurred images to produce a higher resolution image.
The resulting HR image (or sequence) has more high-frequency content and less noise and blur effects than any
of the LR input images. Early works on SR showed that it is the aliasing effects in the LR images that enable the
recovery of the HR fused image(s), provided that a relative sub-pixel motion exists between the under-sampled
input images’.

The experiment in Figure 1 shows an example of SR technology. In this experiment, a set of 26 images were
captured by an OLYMPUS C-4000 camera. One of these images is shown in Figure 1(a). Unfortunately due
to the limited number of pixels in the digital camera the details of these images are not clear, as shown in the
zoomed image of Figure 1(b). SR helps us to reconstruct the details lost in the imaging process. The result of
applying the SR algorithm described in Section 2 is shown in Figure 1(c), which is a high-quality image with 16
times more pixels than any LR frame (resolution enhancement factor of 4 in each direction) .

* Corresponding author: Electrical Engineering Department, University of California Santa Cruz, Santa Cruz CA. 95064 USA.
Email: farsiu@ee.ucsc.edu, Phone:(831)-459-1582, Fax: (831)-459-4829

¥ Computer Science Department, The Technion, Israel Institute of Technology, Israel.
Email: elad@cs.technion.ac.il, Phone:972-4-829-4169, Fax: 972-4-829-4353

§Electrical Engineering Department, University of California Santa Cruz, Santa Cruz CA. 95064 USA.
Email: milanfar@ee.ucsc.edu, Phone:(831)-459-4929, Fax: (831)-459-4829

§This paper (with all color pictures) plus other related works containing more details about the ideas/experiments
presented here are available at http://www.ee.ucsc.edu/~milanfar/ .



a

Figure 1. SR experiment on real world data. A set of 26 low quality images were fused resulting in a higher quality
image. One captured image is shown in (a). The red square section of (a) is zoomed in (b). Super-resolved image in (c)
is the high quality output image.

Overall, SR is a computationally complex? and numerically ill-posed problem?®, which makes it one of the
most appealing research areas in image processing. In the past two decades, a variety of SR methods have been
proposed. These methods are usually very sensitive to their assumed model of data and noise, or computationally
very expensive, which limits their utility. Recently, alternative approaches are proposed to overcome such short
comings. For instance, the very recent work of Ref.[4] proposes a solution based on modifying camera hardware.

In contrast, in this paper we outline some of our recent work addressing these problems based on statistical
signal processing techniques. We study a general Maximum A-Posteriori (MAP) framework for solving multi-
frame image fusion problems. This framework not only helps us to propose a fast and robust solutions for the
classic SR problem, but also guides us to an effective solution for the multi-frame demosaicing problem. Also,
as the performance of motion estimation is of paramount importance to the performance of SR, we propose an
efficient robust multi-frame motion estimation method.

Our proposed framework, in summary, is an efficient solution to the multi-frame imaging inverse problem
that

1. defines a forward model describing all the components of the imaging channel (such as probability density
function (PDF) of additive noise, blur point spread function (PSF), relative motion vectors,...).

2. adopts proper prior information to turn the ill-posed inverse problem to a well-posed problem (regulariza-
tion)

3. applies a method for fusing the information from multiple images which is

(a) robust to inaccuracies in the forward model and the noise in the estimated data.
(b) computationally efficient.

In what follows in this paper, we study several important multi-frame image fusion/reconstruction problems
under this general framework that helps us provide practical fast and robust solutions. In Section 2, we study
the “multi-frame SR” problem for the gray-scale images. In Section 3, we focus on color images and search for
an efficient method for removing color artifacts in digital images. We propose a fast and robust hybrid method
of SR and demosaicing, based on a MAP estimation technique by minimizing a multi-term cost function. In
Section 4, we propose a dynamic SR method for producing a sequence of HR images, based on a very fast and
memory efficient approximation of the Kalman Filter, applicable to both grayscale and color(filtered) images. In
Section 5, we address the problem of estimating the relative motion between the frames of a video sequence. We
exploit the global motion consistency conditions and propose a MAP based robust multi-frame motion estimation
method, which is resilient against the effects of outliers and noise. Finally, Section 6 concludes this paper.



2. ROBUST MULTI-FRAME SUPER-RESOLUTION OF GRAYSCALE IMAGES

As we discussed in the introduction section, theoretical and practical limitations usually constrain the achievable
resolution of any imaging device. In this section, we focus on the incoherent grayscale imaging systems and
propose an effective multi-frame SR method that helps improve the quality of the captured images.

We use a popular matrix notation to formulate the general SR model® 7:

Y (k) = D(k)H(k)F (k)X + V (k) k=1...N | (1)
where F(k) is the geometric motion operator between the HR frame X and k'* LR frame Y (k) which are
rearranged in lexicographic order. X and Y (k) represent the matrix form of the HR and k** LR frames,
respectively, where X has r times more pixels than Y (k) in each direction. The camera’s point spread function
(PSF), is modeled by the blur matrix H(k), and D(k) represents the decimation operator. V (k) is the additive
noise and N is the number of available LR frames.

2.1. General Formulation

In this subsection, we explain an iterative robust solution for the SR problem. As we desire to produce an HR
result which is similar to LR frames, we need a cost function which computes the similarity between LR and
HR frames. As explained in Ref.[8], L1 norm used to define such error term results in robust reconstruction of
the HR image in the presence of uncertainties such as motion error. Considering the general model of (1), the
(grayscale) data fidelity penalty term is defined as:

N
Jo(X) =D ID(R)H (K)F (k)X Y (k)| 1. (2)
k=1

Note that L; norm minimization is the Maximum Likelihood (ML) estimate of data in the presence of Laplacian
noise. The statistical analysis and experiments presented in Ref.[9] justifies modeling the SR noise in the presence
of different sources of outliers as Laplacian probability density function (PDF) rather than Gaussian PDF.

As mentioned in Section 1, SR is an ill-posed problem® !°. For the under-determined cases¥, there exist an
infinite number of solutions which minimize (2) equally well. The solution for square and over-determined I
cases is not stable, which means that small amounts of noise in measurements results in large perturbations in
the final solution. Therefore, considering regularization in SR algorithm as a means for picking a stable solution
is indeed necessary. Also, regularization can help the algorithm to remove artifacts from the final answer and
improve the rate of convergence. Of the many possible regularization terms, we desire one which results in HR
images with sharp edges and one that is easy to implement.

In Ref.[8], based on the spirit of total variation criterion!!'12 and a related technique called the bilateral

filter'® 14, we introduce our robust regularizer called Bilateral Total Variation (BTV), which is computationally
cheap to implement, and preserves edges. The BTV regularizing function looks like,

P
N(X)= Y amHix - slsrx|, (3)

l,)m=—P

where S! and S, are the operators corresponding to shifting the image represented by X by [ pixels in horizontal
direction and m pixels in vertical direction, respectively. This cost function in effect computes derivatives across
multiple scales of resolution (as determined by the parameter “P”). The scalar weight o, 0 <« <1, is applied
to give a spatially decaying effect to the summation of the regularization terms. In Ref.[8], several experiments
are presented justifying the superior edge preserving property of the BTV prior with respect to other popular
techniques such as Tikhonov regularization®®.

Twhere the number of non-redundant LR, frames is smaller than the square of resolution enhancement factor (r?).
I where the number of non-redundant LR frames is equal or larger than the square of resolution enhancement factor
(r?), respectively.



Combining the ideas presented thus far, we propose a robust solution of the SR problem as follows:

N P
K=ArgMin | S IDEHBMFRX - YR +A Y aHx - storx,| )
X k=1 lm——P

We use steepest descent to find the solution to this minimization problem:

N
X=X FT (k) HT (k) DT (R)sign(D(R H(W F(X" — Y(F))
k=1
P o~ A~
A Z a|m\+|l\[[ _ S;mS;l]Sign(Xn _ SiS;an) , (5)
l,)m=—P

where 3 is a scalar defining the step size in the direction of the gradient. S;! and S, ™ define the transposes
of matrices S! and S,", respectively and have a shifting effect in the opposite directions as S! and Sy,". The
matrices F', H, D, S and their transposes can be exactly interpreted as direct image operators such as shift, blur,
and decimation® 1. Noting and implementing the effects of these matrices as a sequence of operators spares us
from explicitly constructing them as matrices. This property and the fact that only five to twenty iterations are
required for convergence helps our method to be implemented in a fast and memory efficient way.

2.2. Fast Robust SR Formulation

In the previous subsection, we proposed an iterative robust SR method based on equation (5). Although imple-
mentation of (5) is very fast, for real-time image sequence processing, faster methods are always desirable. In
this subsection, based on the analysis that was offered in Ref.[8], we simplify (4) to achieve a faster method.

In this method, resolution enhancement is broken into two consecutive steps:

1. Non-iterative data fusion (what we call median Shift-and-Add), and

2. Iterative deblurring-interpolation.

The Shift-and-Add step constructs a blurry (possibly with some missing pixels) HR image by preforming a
pixel-wise median of all measurements after proper (factor of r) upsampling and motion compensation. In doing
so, we refer to the penalty term defined in (2), while removing the blur effect (i.e., H = I), and disregarding
the regularization. Different applications of the median operator for fusing LR images are also suggested in
Ref.[7,17,18].

The goal of the deblurring-interpolation step is finding the deblurred HR frame. Note that in some cases
not all pixel values of the Shift-and-Add image can be defined in the data fusion step, and their values should
be defined in a separate interpolation step. The following expression formulates our minimization criterion for
obtaining X from Z (the Shift-and-Add image).

P
X= ArgXMin |O(HX - Z)|i+X Y amHx —sismx|, |, (6)
= l,)m=—P

where the confidence matrix ® is a diagonal matrix with diagonal values equal to the square root of the number
of measurements that contributed to make each element of Z. So, the undefined pixels of Z have no effect on the
HR estimate X. On the other hand, those pixels of Z which have been produced from numerous measurements,
have a stronger effect in the estimation of the HR frame X.

As an example, Figure 2(a) shows one of 55 images captured with a commercial web camera. In this sequence,
two separate sources of motion were present. First, randomly shaking the camera introduced approximately
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Figure 2. Results of different resolution enhancement methods applied to the Alpaca sequence. Outlier effects are
apparent in the non-robust reconstruction method (d). However, the robust methods (e)-(f) were not affected by the
outliers.

global translational motion between each frame. Second, the Alpaca statue was repositioned several times
throughout the input frames (notice this relative motion in Figure 2(a) and Figure 2(b)). The non-robust Lo
norm reconstruction (applying Lo norm in place of L; norm in (2)) with Tikhonov regularization results in
Figure 2(d) where the shadow-like artifacts to left of the Alpaca due to the Alpaca motion are apparent. The
robust estimation methods, however, reveal the ability of the algorithm to remove such artifacts from the image
as shown in Figure 2(e) and 2(f). Here, we also see that the performance of the faster method shown in Figure
2(f) is almost as good as the optimal method shown in Figure 2(e). More details about this experiment is given
in Ref.[8].

3. ROBUST MULTI-FRAME DEMOSAICING AND COLOR-SUPER-RESOLUTION

There is very little work addressing the problem of color SR and the most common solution involves applying
monochrome SR algorithms to each of the color channels independently'®. Another approach is transferring
the problem to a different color space where chrominance layers are separated from luminance, and where SR
is applied to the luminance channel only?°. In this section, we review the work of Ref.[21] which details the
problems inherent to color SR and proposes a novel algorithm for producing a high quality color image from a
collection of LR color (filtered) images.

A color image is represented by combining three separate monochromatic images. Ideally, each pixel reflects
three data measurements; one for each of the color bands. In practice, to reduce production cost, many digital
cameras have only one color measurement (red, green, or blue) per pixel. The detector array is a grid of CCDs,
each made sensitive to one color by placing a color filter array (CFA) in front of the CCD. The Bayer pattern
shown on the left hand side of Figure 3 is a very common example of such a color filter. The values of missing
color bands at every pixel are often synthesized using some form of interpolation from neighboring pixel values.
This process is known as color demosaicing.

Numerous single-frame demosaicing methods have been proposed through the years?? 26, yet almost none

of them (but the method in Ref.[27,28]) to date are directly applicable to the problem of multi-frame color
demosaicing. In fact, the geometry of the single-frame and multi-frame demosaicing problems are fundamentally
different, making it impossible to simply cross apply traditional demosaicing algorithms to the multi-frame
situation. To better understand the multi-frame demosaicing problem, we offer an example for the simple case
of translational motion. Figure 3 illustrates the pattern of sensor measurements in the HR image grid. In such
situations, the sampling pattern is quite arbitrary depending on the relative motion of the LR images. This
necessitates a different demosaicing algorithm than those designed for the original Bayer pattern.

The challenge of multi-frame color SR is much more difficult than that of monochrome imaging and should not
be solved by applying monochrome methods independently on each color channel for several reasons. First, the
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Figure 3. Fusion of 7 Bayer pattern LR images with relative translational motion (the figures in the left side of the
accolade) results in an HR image (Z) that does not follow Bayer pattern (the figure in the right side of the accolade). The
symbol “?” represents the HR pixel values that were undetermined after the Shift-And-Add step (as a result of insufficient
LR frames).

additional down-sampling of each color channel due to the color filter array makes the independent reconstruction
of each channel much harder. For many situations, the information contained in a single color channel is
insufficient to solve such a highly ill-posed problem and therefore acceptable performance is virtually impossible
to achieve. Second, there are natural correspondences between the color channels which should be leveraged
during the reconstruction process. Third, the human visual system is very sensitive to certain artifacts in color
images which can only be avoided by processing all of the color channels together. Merely applying a simple
demosaicing algorithm prior to SR would only amplify such artifacts and lead to sub optimal performance.
Instead, all three channels must be estimated simultaneously to maximize the overall color SR performance.

In Ref.[21], we propose a computationally efficient method to fuse and demosaic a set of LR color frames
(which may have been color filtered by any CFA) resulting in a color image with higher spatial resolution and
reduced color artifacts. To address the challenges specific to color SR, additional regularization penalty functions
are required. To facilitate the explanation, we represent the HR color channels as X, X, and X . The final
cost function consists of the following terms:

1. Data Fidelity: Again, we choose a data fidelity penalty term using the L; norm to add robustness:

JoX)= > D IDikHEFE)X; - Y;(k)] (7)

i=R,G,B k=1

where Y, (t) is the red, green or blue component of the color (filtered) LR frame, and D, represents
the down-sampling effects of the CCD and color filter arrays on red, green, or blue color bands. As in
the previous section, the fast two stage method for the case of common, space-invariant blur and global
translation is also applicable to the multi-frame demosaicing method, leading to an initial median Shift-
And-Add operation on Bayer-filtered LR data followed by a deblurring step. Thus, the first stage of the
algorithm is the median Shift-And-Add operation of producing a blurry HR image Zp o 5 (e.g. the left
side of the accolade in Figure 3). In this case, however, the median operation is applied in a pixel-wise
fashion to each of the color channels independently. See Ref.[21] for more details.

2. Luminance Regularization: Here, we use a penalty term regularizing the luminance component of the
HR image instead of each color channel separately. This is because the human eye is more sensitive to
the details in the luminance component of an image than the details in the chrominance components?>
Therefore, we apply the BTV regularization to the luminance component to offer robust edge preservation.



The luminance regularization term is similar to (3)

P
N(X)= > olmtijx, —Stemx, |, (8)
l,m=—P

where the luminance image can be calculated as the weighted sum of the RGB components® X, =
0.299X p +0.597X  + 0.114.X 5.

3. Chrominance Regularization: This penalty term ensures the smoothness in the chrominance compo-
nents of the HR image. This removes many of the color artifacts objectionable to the human eye. Again,
the two chrominance channels X and X, can be calculated as the weighted combination of the RGB
images using the weights?® (-0.169,-0.331,0.5) for C; and (0.5,-0.419,-0.081) for Cy. As the human eye is
less sensitive to the chrominance channel resolution, it can be smoothed more aggressively. Therefore, the
following regularization is an appropriate method for smoothing the chrominance term:

Jo(X) = [IAX ¢, 13 + |AXc, |13 (9)
where A is the matrix realization of a high-pass operator such as the Laplacian filter.

4. Orientation Regularization: This term penalizes the non-homogeneity of the edge orientation across
the color channels. Although different bands may have larger or smaller gradient magnitudes at a particular
edge, it is reasonable to assume that all color channels have the same edge orientation. That is, if a vertical
(or horizontal) edge appears in the red band, an edge with similar orientation is likely to appear in the
green and blue bands. Following Ref.[24, 30], minimizing the vector product norm of any two adjacent
color pixels forces different bands to have similar edge orientation. With some modifications to what was
proposed in Ref.[24], our orientation penalty term is a differentiable cost function:

1

BX) = Y [IXgoSLSIXy — Xp o SLSrX g3+
l,m=-—1
X5 ® S;ichTXR - XpO S;ichTXB”% + | Xz ® S;S;TXG -Xg0O Si:SgTKR”%] (10)

where ©® is the element by element multiplication operator.

The overall cost function is the summation of the cost functions described in the previous subsections:

X= ArgMin [Jo(X) + M1 (X) + Ao J2(X) + a5 (X)] (11)

In Ref.[21], a method for applying a steepest descent algorithm to minimize this cost function is proposed.
Interestingly, this cost function can also be applied to full color images where an unknown demosaicing algorithm
has already been applied prior to the SR process.

Figure 4 illustrates the performance of the proposed method. We used 31 uncompressed, raw CFA images
from a video camera (based on Zoran 2MP CMOS Sensors using the coach chipset). We applied the sophisticated
demosaicing method of Ref.[23] to demosaic each of these LR frames, individually. Figure 4(a) shows one of
these images. To increase the spatial resolution by a factor of three, we applied the proposed multi-frame color
SR method on the demosaiced?® LR sequence. Figure 4(b) shows such HR color SR image. Finally, we directly
applied the proposed multi-frame demosaicing method on the raw CFA data to increase the spatial resolution
by the same factor of three. Figure 4(c) shows this HR image, where color artifacts are significantly reduced
and the reconstructed image is sharper than the result of other methods. More details about this experiment
are given in Ref.[21].



Figure 4. Multi-frame color SR implemented on a real data sequence. (a) shows one of the LR demosaiced?®® input
images. (b) is the result of applying our method on a sequence of already demosaiced®® LR images, and (c) is the result
of applying our method on the original un-demosaiced raw LR images.

4. DYNAMIC SUPER-RESOLUTION

In the previous sections, our approach to the SR problem was to fuse a set of LR images and reconstruct a single
HR image. We refer to this as the static SR method, since it does not exploit the temporal evolution of the
process. In this section, we briefly review the work of Ref.[31] in which we consider SR applied on an image
sequence, producing a sequence of HR images; a process known as dynamic SR. The natural approach, as most
existing works so far suggest, is to apply the static SR on a set of images with the t-th frame as a reference™*,
produce the SR output, and repeat this process all over again per each temporal point. However, the memory
and computational requirements for the static process are so taxing as to preclude its direct application to the
dynamic case.

In this section, similar to Section 2.2, we limit our model to the case of translational motion for several
reasons. First, such a motion model allows for an extremely fast and memory efficient dynamic SR algorithm.
Second, while simple, the model fairly well approximates the motion contained in many image sequences, where
the scene is stationary and only the camera moves in approximately linear fashion. Third, for sufficiently high
frame rates most motion models can be (at least locally) approximated by the translational model. Finally, we
believe that an in-depth study of this simple case yields much insight into the more general cases of motion in
dynamic SR.

We use the general linear dynamic forward model for the SR problem as in Ref.[32,33]. By substituting
Z(t) = HX(t), we represent our simplified state-space model®* describing how the blurry super-resolved images
are related to each other through time as

Z(t) =F()Z(t—1)+W(t), (12)

and
Y(t) = DZ(t) + V(t). (13)

where the so-called system noise W (t), is assumed to be additive zero mean Gaussian with C,,(t) as its covariance
matrix. Note that the closer the overlapping regions of Z(t) and the motion compensated Z(¢t—1) are, the smaller
Cy(t) becomes. Therefore, C\,(t) in a sense reflects the accuracy of the motion estimation process (as W (¢) also
captures unmodeled motions), and for overlapped regions it is directly related to the motion estimation covariance
matrix. The noise vector V(t) is assumed to be additive, zero mean, white Gaussian noise. Thus, its covariance
matrix is C,(t) = 02I. We further assume that W (¢) and V(¢) are independent of each other.

“*To emphasis on the temporal order of the frames, unlike other sections of this paper, we use the term “t” to indicate
the frame numbers.



With this alternative definition of the state of the dynamic system, the solution of the inverse problem at
hand decomposes, without loss of optimality, into the much simpler sub-tasks of fusing the available images
to compute the estimated blurry image Z (t) (dynamic Shift-and-Add), followed by a deblurring/interpolation
step, estimating X (¢) from Z(t). The dynamic Shift-and-Add step treats the three color bands separately. For
instance, only the red band values in the input frames, Y (t), contribute to the reconstruction of the red band
values in Z (t). Figure 5 shows an overall block diagram of the dynamic SR process for mosaiced images (the
feedback loops are eliminated to simplify the diagram).

We next study the application of KF to estimate Z(t). In general, the application of KF requires the update
of the state-vector’s covariance matrix per each temporal point, and this update requires an inversion of the
state-vector’s covariance matrix, implying a prohibitive amount of computations and memory.

Fast and memory efficient alternative ways are to be found, and such methods were first proposed in the
context of the dynamic SR in Ref.[32,33]. In this paper, we show that significant further speedups are achieved
for the case of translational motion and common space-invariant blur.

The following defines the forward Kalman propagation and update equations®*, that account for a causal
(on-line) process. We assume that at time ¢ — 1 we already have the mean-covariance pair, (Z(¢t — 1),II(t — 1)),
and those should be updated to account for the information obtained at time t. We start with the covariance

matrix update based on Equation (12),
1(t) = F)I(t — V)FT(t) + Cor)- (14)

The KF gain matrix is given by ~ ~
K(t) = I(t) DT [C,y(t) + DII(¢) DT~ (15)

Based on K(t), the updated state vector mean is computed by

Z(t) = FOZ(t = 1) + K(O[(t) - DF()Z(t — 1)), (16)
The final stage requires the update of the covariance matrix, based on Equation (13),
1i(t) = Cov (z(t)) = [I— K(t)D]II(t). (17)

More on the meaning of these equations and how they are derived can be found in Ref.[34].

While in general the above equations require the propagation of intolerably large matrices in time, if we refer
to Cy(t) as a diagonal matrix, then II(¢), and II(t) are diagonal matrices as well. We verified such property in
Ref.[31] which is a key assumption in transferring the general KF into a simple and fast pixel-by-pixel procedure.
This algorithm is described in details in Ref.[31], suitable for causal, real-time processing, as it estimates the
HR frames from the previously seen LR frames. However, often times SR is preformed off-line, and therefore a
more accurate estimate of an HR frame at a given time is possible by using both previous and future LR frames.
Based on the fixed-interval smoothing method of Rauch-Tung-Striebel®®, we have introduced such algorithm in
Ref.[31].

Any of the above procedures result in a blurry estimate of the HR image sequence (X()), which we refer
hereafter to as the dynamic Shift-and-Add sequence (Z(t)). Each image in this sequence is later deblurred
(and possibly interpolated) to result in the HR final image. As explained in details in Ref.[31], the deblurring-

interpolation process for the gray scale images is very similar to the method explained in Section 2.2:
P
X(t) = ArgMin |[|@(t)(HX (1) = Z@) 5+ A Y o™X (1) - SpsyX ()| - (18)
X(t) l,m=—P
The deblurring-interpolation step for the color case is also very similar to the one explained in Section 3:

X = Al;;s(l\t/{in [Jo(X(£)) + XN Ju(X(8)) + A" T2 (X (1)) + X" J3(X(1))] - (19)
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Figure 5. Block diagram representation of the overall dynamic SR process for color filtered images. The feedback loops
are omitted to simplify the diagram. Note that Zic(r,c,B} (t) represents the dynamic Shift-and-Add estimates of the Red,
Green and Blue bands.

where the first term is replaced by

JoX®) = Y 1e0) (HX,0) - Z,0)) 13, (20)
i=R,G,B

and all other terms are similar to the ones formulated in Section 3. Note that F'(¢)X (t—1) is a suitable candidate

)
to initialize X (t), since it follows the KF prediction of the state-vector updates and therefore only few iterations
are required in this minimization task.

Figure 6 shows an example of the proposed dynamic SR algorithm for a couple of frames of a 74 uncompressed,
raw CFA sequence from a video camera (based on Zoran 2MP CMOS Sensors). We applied the method of Ref.[22]
to demosaic each of these LR frames, individually. Figure 6(a) and Figure 6(d) show frames #1 and #69 of
this sequence, respectively. To increase the spatial resolution by a factor of three in each axis, we applied the
proposed dynamic SR method on the raw CFA data. Figure 6(b) shows the smoothing Shift-and-Add result
for the frame #1 (Figure 6(e) shows the corresponding image for the frame #69). These frames were further
deblurred-demosaiced and the results are shown in Figures 6(c) and Figures 6(f) for the frames #1 and #69,
respectively. More details about this experiment are given in Ref.[31].

5. CONSTRAINED, ROBUST MULTI-FRAME MOTION ESTIMATION

So far in this paper, we assumed that the relative motion vectors are known (estimated in a separate process). We
acknowledged the fact that oftentimes the estimated motion vectors do not have the subpixel accuracy required
by the classic SR algorithms and thus, robust SR algorithms which are relatively less sensitive to the errors in
motion estimation are necessary. Indeed, more accurate estimates of motion vectors improves the performance
of any SR method (including the robust ones).

Numerous image registration techniques have been developed throughout the years®®. These methods are

mainly developed to estimate the relative motion between a pair of frames. For the cases where several images
are to be registered with respect to each other (e.g. SR applications), two simple strategies are commonly used.
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Figure 6. A sequence of 74 real-world LR uncompressed color filtered frames (a & d show frames #1 and #69, respectively)

are recursively fused, increasing their resolution by the factor of three in each direction (b & e). They were further deblurred
and demosaiced, resulting in images with much higher-quality than the input LR frames (c & f).

The first is to register all frames with respect to a single reference frame® (often referenced to as the anchored
method). The other popular strategy is the progressive registration method!” 3!, where images in a sequence
are registered in pairs, with one image in each pair acting as the reference frame.

Neither of the above approaches take advantage of the important prior information available for the multi-
frame motion estimation problem. This prior information constrains the estimated motion vector fields between
any pair of frames to lie in a space whose geometry and structure is conveniently described.

In this section, we briefly study such priors and propose an optimal method for exploiting them which results
in very accurate estimates of the relative motion in a sequence. The details of this procedure are described in
Ref.[37]. Our proposed method is inspired by the Bundle Adjustment3® (BA) technique which is a general, yet
computationally expensive method for producing a jointly optimal 3D structure and viewing parameters. It is
important to note that BA is not intended for motion estimation in 2-D images. On another front, our method
is different to the recent multi-frame registration methods3 4!, as it considers the robustness issue.

5.1. Constrained Motion Estimation Formulation

To begin, let us define F; ; as the operator which maps (registers) frames indexed ¢ and j as follows:

Y(i) =Fi{Y(5)},
where ¥, and Y ; are the lexicographic reordered vector representations of frames ¢ and j.

Now given a sequence of N frames, precisely N(IN — 1) such operators can be considered. Regardless of
considerations related to noise, sampling, and the finite dimensions of the data, there are inherent intuitive
relationships between these pair-wise registration operators. In particular, the first condition dictates that the
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Figure 7. The consistent flow properties: (a) Jacobi Identity and (b) Skew Anti-Symmetry.

operator describing the motion between any pair of frames must be the composition of the operators between
two other pairs of frames. More specifically, as illustrated in Figure 7(a), taking any triplet of frames 7, j, and k,
we have the first motion consistency condition as:

Vi,j, ke {1, . N}, Fi,k = Fi7j [¢) Fj)k. (21)

The second rather obvious (but hardly ever used) consistency condition states that the composition of the
operator mapping frame ¢ to j with the operator mapping frame j to i should yield the identity operator. This
is illustrated in Figure 7(b). Put another way,
.o -1
V’L,j S {].,...7]\7}7 Fj’i :Fi,j . (22)
These natural conditions define an algebraic group structure (a Lie algebra) in which the operators reside.
Therefore, any estimation of motion between frames of an image sequence could take these conditions into
account. In particular, the optimal motion estimation strategy can be described as an estimation problem over
a group structure, which has been studied before in other contexts*?

The above properties describe what is known as the Jacobi condition, and the skew anti-symmetry relations*?

For some practical motion models (e.g. constant motion or the affine model), the relevant operators could be
further simplified. For example, in the case of translational (constant) motion, the above conditions can be
described by simple linear equations relating the (single) motion vectors between the frames:

Viajvk € {17'~7N}7 éi,k :Qi,j +éj,k7 (23)
where ¢, ; is the motion vector field between the frames 7 and j. Note that §;; = 0, and therefore the skew

anti-symmetry condition is represented by (23), when k = 1.

In a general setting, the optimal solution to the multi-frame registration problem can be obtained by

5 = ArgMin p(Y, ) such that T(J) =0, (24)
[

where p represents a motion-related cost function (e.g. penalizing deviation from brightness constraint, or a
phase-based penalty), and T captures the constraints discussed above.

Special cases of this general formulation for different motion models are discussed in Ref.[37]. To get a feeling
for this general formulation, we address the translational motion case, with p representing the Optical Flow
model:

N
p(Y,8)=_ IY76) +y s +y )|, (25)

ij=1
N~
ij
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Figure 8. Experimental registration results for a real sequence. (a) One input LR frame after demosaicing.(b) Single
Reference HR registration. (¢) Optimal HR registration.

where XEQJ) and ng) are the spatial derivatives (in 2 and y directions) of the i*" frame, and thj) is the temporal

derivative (e.g., the difference between frames ¢ and j). Here the motion vector field d; ; is spatially constant, and
it can be represented by the scalar components 5%) and 62%-) in z and y axes, respectively, and for 1 <i,57 < N.

Using this, the translational consistency condition as in Equation (23) is then formulated as

T(6): C5=0, (26)
where the unknown motion vector § has all the 2N (NN — 1) entries 51(? and 61(}’].) stacked to a vector. The
constraint matrix C is of size [2(N —1)? x 2N (N — 1)]. Each row in C has only two or three non-zero (+1)
elements representing the skew anti-symmetry and Jacobi identity conditions in (23), respectively. Non-linear
programming (e.g. “fmincon” function in MATLAB) can be used to minimize this cost functions. To reduce
computational complexity and increase robustness in Ref.[37] we proposed to optimize a modified cost function
which includes a term representing the “soft” version of the constraints as:

= ArgMin {p(Y. 8) + AnY(2)} . (27)

where ), represents the strength of the regularizing term.

A real experiment was conducted aligning 27 color-filtered LR (LR) images. One of these LR frames after
demosaicing?? is shown in Fig.8(a). We used the method described in Ref.[43] to compute the motion vectors
in an anchored fashion. Then, the method of Ref.[21] was used to construct a HR image, by registering these
images on a finer grid (resolution enhancement factor of three in z and y directions). Figure 8(b) shows the HR
reconstruction using this method with clear mis-registration errors. Finally, the result of applying the proposed
multi-frame registration method is shown in Fig.8(c), with almost no visible mis-registration error. More details
about this experiment are given in Ref.[37].

6. CONCLUSION

In this paper, we presented SR algorithms to enhance the quality of a set of noisy, blurred, and possibly color
(filtered) images to produce one (or a set) of monochromatic or color HR images with less noise, aliasing, and blur
effects. We also presented a very accurate solution for the multi-frame motion estimation problem, which is often
considered as a bottleneck to SR performance?*. Our methods were based on a fast and robust MAP framework.
We showed that the two main problems that usually restrict the real world (practical) application of classical
SR methods, namely computational complexity-memory requirements, and outlier effects can be overcome using
the presented methods.
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